Statistical Models in R

The expression for fitting a multiple linear regression model is shown in the following

equation. Here, yi is the response recorded at the i-th observation, xij is the j-th explanatory

variable recorded for the i-th observation, βj are the regression coefficients and ei is

the error term that is independent and identically distributed (iid).

yi =

p

Xj=1

xijβj + ei

where

ei ∼ NID(0, σ2)

(1)

In matrix terms this expression would be written as

y = Xβ + e

where y is the response vector, β is the vector of regression coefficients, X is the model

matrix or design matrix and e is the error vector.

Model Formulae

In R, the general form of this expression is: response ∼ termi ±term2 ±. . .. Extensions

to this are summarized in Table 6. In this table, x refers to continuous variables while G

refers to categorical variables. We will be using some of these expressions in the next few

sessions of the course.

Generic Functions for Inference

Once the model is fitted in R, we examine the fit. The most common functions are described

in Table 7.

Table 6: Model Formulae

Expression Description

y ∼ x Simple regression

y ∼ 1+x Explicit intercept

y ∼ -1 + x Through the origin

y ∼ x + x2 Quadratic regression

y ∼ x1 + x2 + x3 Multiple regression

y ∼ G + x1 + x2 Parallel regressions

y ∼ G/(x1+x2) Separate regressions

sqrt(y) ∼ x + x2 Transformed

y ∼ G Single Classification

y ∼ A+B Randomized block

y ∼ B+N*P Factorial in blocks

y ∼ x+B+N*P with covariate

y ∼ .-X1 All variables except X1

. ∼ .+A:B Add interaction (update)

Nitrogen ∼ Times*(River/Site) More complex design

Table 7: Common functions for inference

Expression Description

coef(obj) regression coefficients

resid(obj) residuals

fitted(obj) fitted values

summary(obj) analysis summary

predict(obj,newdata=ndat) predict for new data

deviance(obj) residual sum of squares

